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Abstract 
Computational colour constancy tries to solve the problem 

of recovering the illuminant of a scene from an acquired image. 
The most popular algorithms developed to deal with this 
problem use heuristics to select a unique solution from within 
the feasible set. Their performance has shown that there is still 
a long way to go to globally solve this problem as a preliminary 
step in computer vision. Recent works tried to insert high-level 
constraints to improve the selection step, whose plausibility 
could be evaluated according to their performance on the final 
visual task. To allow comparisons of constraints independently 
of the task, in this work we present a new performance 
measure, the perceptual angular error. It tries to evaluate the 
performance of a colour constancy algorithm according to the 
perceptual preferences of humans instead of the actual optimal 
solution. To this end, we present a new version of our 
“MaxName” algorithm, which aims at solving the illuminant 
problem using high-level information such as the number of 
identifiably colours on a scene. Afterwards, we show the results 
of a psychophysical experiment comparing three colour 
constancy algorithms. Our results show that in more than half 
of the judgements the preferred solution is not the one closest to 
the optimal solution. This makes us conclude that such a 
perceptual comparison is feasible, and we could benefit from 
the construction of a large colour constancy database of 
calibrated images, labelled according to the illuminant 
preferred by human observers. 

Introduction 
Colour Constancy is the ability of the human visual system 

to perceive a stable representation of colour despite 
illumination changes. Like other perceptual constancy 
capabilities of the visual system, colour constancy is crucial to 
succeed in many ecologically relevant visual tasks such as food 
collection, detection of predators, etc. The importance of colour 
constancy in biological vision is mirrored in computer vision 
applications, where success in a wide range of visual tasks 
relies on achieving a high degree illuminant invariance degree. 
In the last twenty years, research in computational colour 
constancy has tried to solve the problem of recovering the 
illuminant of a scene from an acquired image. Although this is 
a problem effortless solved by the visual system, it has been 
shown to be a mathematically ill-posed problem which 
therefore does not have a unique solution. 

A common computational approach to illuminant recovery 
(and colour constancy in general) is to produce a list of possible 
illuminants (feasible solutions) and then use some assumptions, 
based on the interactions of scene surfaces and illuminants to 
select the most appropriate solution among all possible 
illuminants. A recent extended review of computational colour 
constancy methods was provided by Hordley in [1]. In this 
review, computational algorithms were classified in five 

different groups according to how they approach the problem. 
These were (a) simple statistical methods [2], (b) neural 
networks [3], (c) gamut mapping [4,5], (d) probabilistic 
methods [6] and (e) physics-based methods [7]. Comparison 
studies ([8], [9]) have ranked the performance of these 
algorithms, which usually depend on the properties of the 
image dataset and the statistical measures used for the 
evaluation. It is generally agreed that, although some 
algorithms may perform well in average, they may also perform 
poorly for specific images. This is the reason why some authors 
[10] have proposed a one-to-one evaluation of the algorithms 
on individual images. In this way, comparisons become more 
independent of the chosen image dataset. However, the general 
conclusion is that more research should be directed towards a 
combination of different methods, since the performance of a 
method usually depends on the type of scene it deals with [11]. 
Recently, some interesting studies have pointed out towards 
this direction [12], i.e. trying to find which statistical properties 
of the scenes determine the best colour constancy method to 
use. In all these previous approaches, the evaluation of the 
performance of the algorithms has been based on computing the 
angular error between the selected solution and the actual 
solution that is provided by the acquisition method. 

Other recent proposals [13, 14] turn away from the usual 
approach and deal instead with multiple solutions “delegating” 
the selection of a unique solution to a subsequent step that 
depends on high-level, task-related interpretations, such as the 
ability to annotate the image content. In this example, the best 
solution would be the one giving the best semantic annotation 
of the image content. It is in this kind of approaches where the 
need for a different evaluation emerges, since the performance 
depends on the visual task and this can lead to an inability to 
compare different methods. Hence, to be able to evaluate this 
performance and to compare it with other high-level methods, 
in this paper we propose to explore a new evaluation procedure.   

Thus, the goal of this paper is twofold, firstly we address 
the problem of evaluating colour constancy methods using 
psychophysical data instead of the usual angular error from the 
optimal solution, and secondly we present a simpler version of 
the algorithm of Tous [13], MaxName, and its evaluation with 
this new approach. In the last section we discuss the results and 
we outline how a global dataset should be built in order to be 
able to achieve this perceptual evaluation of colour constancy 
algorithms. 

 

Perceptual performance evaluation 
Assuming the ill-posed nature of the problem and the 

difficulty of finding the optimal solution, we propose to bring 
the computational colour constancy algorithms towards a 
simulation of human colour constancy abilities by trying to 
match computational solutions to perceived solutions. Hence, 
in this paper we propose a new evaluation measurement, the 



Perceptual Angular Error, which is based on perceptual 
judgements of adequacy of a solution instead of the physical 
solution. This work gives a preliminary approach towards what 
we call a perceptual evaluation of computational colour 
constancy algorithms.  

The approach that we propose in this work does not try to 
give an alternative line research to the current trends, which 
focus on classifying scene contents to efficiently combine 
different methods. Here we try to complement these efforts 
from a different point of view we could consider as more on a 
top-down direction, instead of the bottom-up nature of the usual 
research.   

Differences between colour constancy algorithms 
essentially rely on two different aspects: (a) the assumptions 
made on the scene properties (such as grey-mean content of the 
scene, existence of a white patch, or highlights, etc.) or (b) the 
constraints on the recovered image (maximum global intensity 
as in MV C-Rule, maximum number of identifiable colour 
names, etc.). In other cases, assumptions and constraints are 
combined providing interesting approaches based on the use of  
most likely surfaces and illuminants (as in color by correlation 
or Bayesian colour constancy). From this point of view, in this 
work we point out that performance evaluation of different 
algorithms is intimately related to specific considerations of the 
method nature. If we want to measure the relevance of an 
assumption made on the scenes, we will need to evaluate on 
what kind of scenes the algorithm performs better, meanwhile if 
we are trying to evaluate the plausibility of a constraint in the 
selection of the best solution, then other perceptual measures 
could be more suited. In this work we focus on this second 
approach, and we propose to evaluate the adequacy of top-
down constraints on CC methods by evaluating their correlation 
with the human colour constancy preferences, instead of their 
agreement with the physical solutions. We will show in the 
results section that human preferred solutions do not clearly 
match with the optimal solutions. 

As mentioned before, the most common performance 
evaluation for colour constancy algorithms consists in 
measuring how close their proposed solution is to the optimal 
solution, independently of the goal they are trying to deal with. 
This has been computed as 
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which represents the angle between the actual white point of the 
scene illuminant, wρ , and the estimation of this point given by 
the colour constancy method, wρ̂ , which can be understood as 
a chromaticity distance between the physical solution and the 
estimate. The current consensus is that none of the current 
algorithms present a good performance on all the images [15], 
and a combination of different algorithms offers a promising 
option for further research. Our proposal, here is to introduce a 
new measure, the perceptual angular error, , that would 
be computed in a similar way, using p

w  as the perceived 
white point of the scene measured psychophysically from the 
image observation and an estimation of this point given by the 
colour constancy method, p . 
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Now, the problem is to define what we mean by “preferred 
illuminant” of a scene. Below we present a preliminary study 
towards this objective and finally outline how to build a wide-

ranging image dataset to evaluate computational colour 
constancy within this framework 

To sum up, we can state that studying the statistical 
properties of images to improve the algorithms from a bottom-
up perspective (i.e. to improve the performance by 
approximating the scene information to the algorithm 
assumptions) has been the prevalent methodology in the 
literature so far. Here, we propose an approach to the problem 
from the opposite (top-down) direction using a methodology 
which validates the performance of the selection algorithm, that 
is the plausibility of a selection constraint, by correlating its 
behaviour with what human colour constancy does. This 
approach starts by proposing a general methodology to evaluate 
the suitability of high-level constraints by comparing them, 
independently of the visual task for which they were defined. 
Otherwise, we can have a wide range of different evaluations of 
plausible constraints based on the task for which they were 
designed, such as, their efficiency for image annotation (as in 
[14]), object recognition or tracking, as it has been usually done 
to validate illuminant-invariant normalisations [16]. 

In this paper, we give a preliminary step towards this goal 
by computing an estimate of this perceptual angular error on 
three different types of algorithms. We have selected a simple 
algorithm based on a scene assumption, that is the Grey-world 
method [2], another algorithm based on a appearance constraint 
as it is the Maximum Volume C-Rule [17], and another method 
based on a high-level constraint, the Nameability,  that is 
introduced in the next section.  

Maximum Nameability: a high-level 
constrained method 

A recent proposal [13] suggested that it was possible to 
find an answer to the colour constancy problem by considering 
multiple solutions generated by the so called nameability 
assumption. This assumption is based on the idea that 
weighting the solutions accordingly to their ability to assign 
colour names to the image content would make sense in a 
global visual task of image annotation. The colour name 
assignment was done by the computational model of 
Benavente-et al [18], where a fuzzy system allows assigning 
quantitative fuzzy names to any colour point in an image. 

In this paper we propose a simple version of this approach 
which selects a unique solution from the weighted feasible set,  
that is the solution that assigns known colour names to a 
maximum number of points in the image. We will refer to it as 
the MaxName algorithm. The selection of this unique solution 
will allow comparing the efficiency of this nameability 
assumption with other known colour constancy algorithms, 
since one of the goals of this paper is to set up a new 
framework to evaluate the plausibility of colour constancy 
constraints from a psychophysical point of view. 

Here, we briefly summarise the main steps of this 
MaxName algorithm, which is based on building the prior 
information of the “nameable” colours which are given by  
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where, ( )S λ  are the suface reflectances having maximum 
probability of being labeled with a basic colour name (from the 
work of Benavente, which are called focal reflectances), in 
addition we added a set of skin reflectances.  E(λ) is the power 
distribution of a D65 illuminant and Rk(λ) are the CIE RGB  
1955 Colour Matching Functions. 



We define μ  as the set of all k-dimensional nameable 
colours obtained from equation (2). The number of elements of 
μ  will depend on the number of reflectances used. We will 
compute the Semantic Matrix, denoted as SM, which is a binary 
representation of the colour space as a matrix where a point in 
is set to 1 if it represents a “nameable” colour, that is belonging 
to μ , and 0 otherwise. 

Then, for a given input image, I, we will compute all 
possible illuminant changes Iα,β ,γ . For each Iα,β,γ its nameability 
value is computed by counting how many points of the mapped 
image are “nameable” colours in SM. Computationally, this 
process can be done by a correlation in a log space:  

, , log( ( ))*log( )binNval H I SMα β γ =  (3) 

where bin  is  the binarized histogram of an image. Nval 
at the position 

H
( , , )α β γ  is the number of coincidences 

between the SM and  Iα,β,γ. 
Nval is a 3-dimensional matrix, depending on all the 

feasible maps, ( , , )α β γ . From this matrix, we will select the 
most feasible illuminant as the one that accomplishes: 

( , , )
( , , ) arg  max  Nval

α β γ
α β γ =  (4) 

that is, the one giving maximum number of nameable colours. 

Experiment 
Psychophysical experiments were performed using two 

different image databases. Database A consists of 21 scenes, 
each one acquired under four different illuminants, taken from 
the Simon Fraser database [19], totalling 84 test images. 
Database B consisted of 60 scenes acquired using a calibrated 
Sigma Foveon D10 digital camera under natural illumination 
(recorded between 2:00pm and 5:00pm around Barcelona city). 
The camera colour sensors’ spectral sensitivities were measured 
using a set of 31 spectrally narrowband interference filters and 
a TopCon SR1 telespectroradiometer (in a process similar to 
that used in [20,21]). All the pictures in database B included a 
18% reflectance grey card, which allows us to manipulate the 
colour of the illuminant. The pictures were digitally 
“reilluminated” using 5 different illuminants (three standardised 
illuminants: 4000K, 7000K, 10000K, and two arbitrary 
illuminants: Yellowish and Purplish), totalling 300 test images. 

We applied the three colour constancy algorithms (the 
Gray-World, the C-Rule with the maximum volume selection 
criteria and our proposed MaxName method based on the 
maximum nameability constraint) on both image databases 
getting one solution per test image per algorithm. These 
solution (i.e. illuminant-removed) images were converted from 
their original colour space (CIERGB or Device-dependent RGB 
space) to CIEXYZ and were presented on a calibrated CRT 
monitor (Viewsonic P227f) using a digital video processor 
(Cambridge Research Systems Bits++). Experiments were 
conducted in a dark room. 

Experiment 1 was conducted using database A. For this 
experiment there were 10 naïve observers recruited among 
Barcelona university students and staff (none of the observers 
had previously seen the picture database). Pairs of pictures 
(each obtained using one of the two colour constancy 
algorithms) were presented side by side on a grey background 
(31 Cd/m^2). Each picture was viewed from 146 cm and 
subtended 7.5 x 5.1 deg to the observers. 

Experiment 2 was conducted using database B and similar 
viewing conditions except that the pictures were presented one 

on top of the other instead of side by side and subtended 10.5 x 
5.5 degrees to the observer. 

After each presentation, observers were asked to select the 
picture that seemed most "natural". There was no time limit, 
although observers were encouraged to spend about 20 second 
per picture. The presentation order was randomised. 

The term “natural” was chosen not because it refers to 
“natural objects” but because it refers to natural viewing 
conditions, implying the least amount of digital manipulation. 
Figure 1 shows some exemplary pictures from database B. The 
pictures on the left are examples of images chosen as “natural” 
most of the time and while those on the right are examples of 
images hardly ever selected as “natural”. 

 

 
Figure 1: Images selected as natural (left) and no selected (right)  

Results and discussion 
Table 1 shows a summary of the results of Experiment 1 

(using database A). Each row shows the percentage of choices 
of each method when compared to the others (columns). For 
example, C-Rule was chosen 53.1% of the time against Grey-
World and 50.2% of the time against MaxName. 

Table 1: Comparison among different methods (Database A) 
 C-Rule Grey-World MaxName 
C-Rule - 53.1% 50.2% 
Grey-World 46.9% - 45.8% 
MaxName 49.8% 54.2% - 

 
One of the main criticisms to the use of Database A, is that 

the objects and scenes depicted and the illumination are highly 
artificial (i.e. not representative of the real world). This was the 
main reason why we repeated all our experiments using a 
second database (Database B) consisting mostly of naturalistic 
scenery under natural illumination with real everyday objects. 
The analysis that follows is based on these images. 

Results from both experiments show that subjects 
considered the image closer to the optimal (physical) solution 
to be the most “natural” only about 50% of the time. This 
shows that the smallest angular error relative to the optimal 
physical solution (which is the preferred measure for many 
such comparisons) does not agree with the solution favoured by 
our observers. Figure 2 shows some examples of these 
selections. 



 
Figure 2 Psychophysical choices (left) and their minimum angular error 
images (right) 

As mentioned before, it is the current consensus that none 
of the algorithms present a good performance on all the images. 
Our results reflect also this fact. Hence, the performance seems 
to be dependent on the image content. Figure 3 shows that 
perceptual angular error outlines some kind of clustering 
dependent on the scene contents. The results of the experiment 
show that some colour constancy methods performs better in 
some scenes and underperform in others. For example, in sky-
forest scenes C-Rule performs better, and, as it is logical, in 
images that have mean grey Grey-World performs the best. 
However, this conclusion must be confirmed with a high 
number of scenes. 
 

 

 
Figure 3 Some scenes classified by their best method. 

Since our experiment was based on a series of one-to-one 
image comparisons, we lack the absolute reference data 
necessary to calculate the exact perceptual angular error. 
However, it is possible to give an estimation from the one-to-
one comparisons obtained from our experiments. This 
approximate measure was obtained by computing the angular 
distance between each solution and the psychophysically 
selected solution for each test image. Figure 4 shows this 
estimation of the perceptual angular error on the y-axis, versus 
an ordered ranking of the images in Database. The area under 
the curves in Figure 4 represents a general measure of this 
perceptual angular error. These areas are: CRule = 7,2442º, 
MaxName = 6,5620º and Grey-World = 11,9071º 
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Figure 4 Perceptual angular error estimation based on the one-to-one 
experiment. 

To be able to compute an absolute measure of the 
perceptual angular error, it would be necessary to build an 
image database where each picture would be linked to the 
preferred illuminant selected by observers (similarly to what 
has been done in [22] for paintings). . 

Figure 5 shows a histogram of the number of pictures as a 
function of perceptual angular error for each method. This is a 
more general plot to compare the algorithms accordingly with 
this new measure. It shows that CRule and MaxName have 
similar behaviours while there are significantly less images 
with low perceptual angular error produced by the Grey-World 
method. 

 
0 2 4 6 8 10 12 14 16 18 20

0

10

20

30

40

50

60

70

angular error (deg)

%
 im

ag
es

 

 
Grey−World
MaxName
CRule

 
Figure 5  Percentage of images selected by each algorithm with its 
corresponding perceptual angular error. 

Table 2: Experimental results for database B 
Method 
 

Wins 

C-Rule 26.67% 
Grey-World 19.0% 
MaxName 23.33% 
C-Rule-MaxName 5,33% 
C-Rule-GreyWorld 2,67% 
MaxName-GreyWorld 5% 
3-equally selected 18% 

 



Table 3: Comparison among different methods (Database B) 
 Wins Draws with 

another method 
Total 

C-Rule 26.67% 8.0% 34.67% 
Grey-World 19.0% 7.67% 26.67% 
MaxName 23.33% 10.33% 33.66% 

 
 
Table 2 and Table 3 summarize how each method acts 

against the others in terms the number of times it has been 
selected. In Table 2 we list all the cases separately, here we 
have to highlight that there are some cases (18%) where all 
three methods have been equally selected by observers and 
these are not represented in Table 3. In this last table, we show 
how each method behaves. For each algorithm we consider its 
performance individually or in pairs. We can see that the most 
highly selected methods are the C-Rule and MaxName while 
Grey-World was selected significantly less. 

Conclusion 
This work is a preliminary step towards a psychophysical 

evaluation of colour constancy algorithms; which also aims at 
exploring the high-level constraints needed for the selection of 
a feasible solution. We have shown the results of a 
psychophysical experiment that gives a first estimate of the 
perceptual angular error, trying to measure the proximity of the 
computational solutions versus the solutions of the human 
colour constancy.  

Within this framework we have evaluated three 
computational colour constancy algorithms: C-Rule, Grey-
world and MaxName. This last one has been briefly presented 
in section 4 as a simplified version of the Tous algorithm [13]. 
MaxName algorithm is based on a high-level constraint that 
estimates the illuminant accordingly with the ability of giving 
basic colour names to the image content. 

The results of the experiments show that in half of the 
judgments, subjects have preferred solutions that are not the 
closest ones to the optimal solutions. C-Rule and MaxName 
methods have shown similar results which are better than the 
selections given by the Grey-world method. But, the main 
conclusion is that further work should be done in the line of 
building a large dataset of images linked to the perceptually 
preferred judgments. 
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